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This talk: Knowledge Graph Completion

• Evaluation of knowledge graph embeddings for trustworthy link 
prediction [EMNLP’20a]

• CoDEx: knowledge graph completion benchmark [EMNLP’20b]

• Knowledge graph summarization for unified error detection and 
completion [WWW’20]



Knowledge graphs (KGs)

store general information about the world in the structure of a graph 
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Applications of KGs
Question Answering Automatic Fact Checking

Reading Comprehension

Was Emily 
Dickinson really 
born in the US?



KGs are constructed via

Crowd
Sourcing

Web
Crawling
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…which leads to

errors and missing information



Knowledge Graph Completion (KGC)
Automatically infer missing relationships to complete KGs
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This talk: Knowledge Graph Completion

• Evaluation of knowledge graph embeddings for trustworthy link 
prediction [EMNLP’20a]

• CoDEx: knowledge graph completion benchmark [EMNLP’20b]

• Knowledge graph summarization for unified error detection and 
completion [WWW’20]



Knowledge graph embeddings (KGE)
Latent representations of entities + relations

12[Bordes+ NeurIPS13, Wang+ AAAI14, Yang+ ICLR15, Trouillon+ ICML16, …]



Knowledge graph embeddings (KGE)
Used to complete KGs by predicting unseen links via ranking

13

citizen



Knowledge graph embeddings (KGE)
Ranking metrics don't account for scores of predictions

14

Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                0.91          ✗
2. (Beyoncé, citizen, USA)             0.04          ✓
3. (Beyoncé, citizen, jazz music) 0.02          ✗… … …

Uncalib. 
scores True?

Query: 
(Beyoncé, citizen, ?)



Research question
How trustworthy are these scores?

15

Tara Safavi Edgar Meij

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                0.91          ✗
2. (Beyoncé, citizen, USA)             0.04          ✓
3. (Beyoncé, citizen, jazz music) 0.02          ✗… … …

Uncalib. 
scores True?



Research question
In practice, prediction scores should be calibrated for deployment.

16[Dong+ KDD14, Tabacof and Costabello ICLR19, Pezeshkpour+ AKBC20]

Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                0.91          ✗
2. (Beyoncé, citizen, USA)             0.04          ✓
3. (Beyoncé, citizen, jazz music) 0.02          ✗… … …

Uncalib. 
scores True?



Contributions

17

Problem
We propose to evaluate 
trustworthiness of KGE 

through the lens of 
calibration

Evaluation
We investigate 

calibration under the 
closed- and open-
world assumptions

Case study
We conduct a human-
AI case study to show 
the value of calibration

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Problem: Calibration for link prediction

18

Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                  ?             ✗
2. (Beyoncé, citizen, USA)                 ?             ✓
3. (Beyoncé, citizen, jazz music)        ?             ✗… … …

Calib. 
scores True?

Transform scores to represent 
true correctness likelihoods

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Problem: Calibration for link prediction

19

Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                  ?             ✗
2. (Beyoncé, citizen, USA)                 ?             ✓
3. (Beyoncé, citizen, jazz music)        ?             ✗… … …

Calib. 
scores True?

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

Prediction prob. 0.9 à 90% 
of predictions expected to be 

correct in the long run 
wrt a link prediction metric



Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                  ?             ✗
2. (Beyoncé, citizen, USA)                 ?             ✓
3. (Beyoncé, citizen, jazz music)        ?             ✗… … …

Calib. 
scores True?

Problem: Calibration for link prediction

20

Compare one-versus-all 
(Platt scaling, isotonic regression) 

and 
multiclass (vector/matrix scaling)

[Platt ALMC99, Zadrozny and Elkan KDD02, Guo+ ICML16]



Ranked triples predicted by KGE

1. (Beyoncé, citizen, India)                  ?             ✗
2. (Beyoncé, citizen, USA)                 ?             ✓
3. (Beyoncé, citizen, jazz music)        ?             ✗… … …

Calib. 
scores True?

Problem: Calibration for link prediction

21

To measure calibration, we 
need positive and negative 

examples…



Evaluation: Closed-world assumption (CWA)

22

citizenOf

CWA: Unseen
edges considered 

false, measure 
calibration only 

wrt known 
positive edges

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Evaluation: Closed-world assumption (CWA)

23

CWA: A limiting 
assumption, 

but an 
important 

starting point

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

citizenOf



CWA: Before and after calibration

24[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



CWA: Before and after calibration

25

ECE: Expected diff in [0, 1] 
between average prediction 
prob. and (ranking) accuracy

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



CWA: Before and after calibration

26[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

Standard techniques 
significantly reduce error 

regardless of model type…



CWA: Before and after calibration

27[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

…and also improve ranking 
accuracy in some cases



Evaluation: Open-world assumption (OWA)

28

citizenOf

OWA: Unseen
edges considered 

unknown until 
ground-truth 

labels are 
obtained

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Evaluation: Open-world assumption (OWA)

29

citizenOf

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

OWA: More 
faithful to reality, 
but more difficult 

because 
annotation is 

required ?



OWA Methodology: Annotation

30[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



OWA Methodology: Annotation

31

Around ~1200 triples 
x 5 judgments each

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



OWA: Before and after calibration

32

FB15K-237



OWA: Before and after calibration

33

Standard techniques improve calibration 
error, but models are still too 

overconfident.



OWA: Before and after calibration

34

Still, accuracy improves significantly à
improving trustworthiness is much 
harder than improving accuracy



Human-AI case study

35

Motivate the utility of calibration 
from a "trustworthiness" 

perspective

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Human-AI case study

36[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Case study: No-confidence (control) group

37

Answers generated by KGE 
(226 participants)



Case study: Confidence (treatment) group

38

Answers and confidence 
scores generated by the same 

model (202 participants)



Case study: Control/Treatment groups

39

Completion 
accuracy

Completion 
efficiency

Comparisons



Case study: Group-wise comparison

40[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]



Case study: Group-wise comparison

41

Accuracy improves significantly 
in confidence group.

[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

Bold: significant at p<0.05
Underline: significant at p<0.01



Case study: Group-wise comparison

42[Tara Safavi, Danai Koutra, Edgar Meij. EMNLP ’20]

Bold: significant at p<0.05
Underline: significant at p<0.01

Efficiency also improves 
significantly in confidence group –

even with quality control measures.



This talk: Knowledge Graph Completion

• Evaluation of knowledge graph embeddings for trustworthy link 
prediction [EMNLP’20a]

• CoDEx: knowledge graph completion benchmark [EMNLP’20b]

• Knowledge graph summarization for unified error detection and 
completion [WWW’20]



Forward progress requires good data

What do existing benchmarks look like in KGC?

44



Most existing KGC benchmarks*

Reliance on outdated data sources

Leakage between train and test

Non-standardized versions and splits

Lack of difficult test examples

Poor interpretability

*We survey 40+ KGC papers and 12 evaluation datasets across AI/ML/NLP venues (Section 2 + Appendix A) 45
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We survey 40+ 
KGC papers and 
12 evaluation 
datasets across 
AI/ML/NLP venues

[Tara Safavi, Danai Koutra. EMNLP ’20]



A set of knowledge graph 
Completion Datasets 

Extracted from 
Wikidata and Wikipedia

[Tara Safavi, Danai Koutra. EMNLP ’20] 47



A set of knowledge graph 
Completion Datasets 

Extracted from 
Wikidata and Wikipedia

[Tara Safavi, Danai Koutra. EMNLP ’20] 48

Well-documented, comprehensive dataset

Benchmarking in multiple KGC tasks

Comparative case study to set CoDEx apart

github.com/tsafavi/codex



Data Collection

Science

Arts

Geography

Politics

Religion

Sports

Travel

Music

Medicine

Entertainment
Business

Science

News

[Tara Safavi, Danai Koutra. EMNLP ’20] 49github.com/tsafavi/codex



Science

Arts

Geography

Politics

Religion

Sports

Travel

Music

Medicine

Entertainment
Business

Science

News

Data Collection

[Tara Safavi, Danai Koutra. EMNLP ’20]

# entities # relations # triples
Codex-S 2K 42 36K
Codex-M 17K 51 206K
Codex-L 78K 69 612K

50



Data Collection

[Tara Safavi, Danai Koutra. EMNLP ’20] 51github.com/tsafavi/codex



Entity types + text in Arabic, 
German, English, Spanish, Russian, 

Chinese

Data Collection

[Tara Safavi, Danai Koutra. EMNLP ’20] 52github.com/tsafavi/codex



Generating negatives for evaluation

KGs don't usually contain negatives,
which can be useful 

(e.g., triple classification)

[Tara Safavi, Danai Koutra. EMNLP ’20] 53github.com/tsafavi/codex



Frédéric 
Chopin

Symphony 
conductor

occupation

Generating negatives for evaluation

[Tara Safavi, Danai Koutra. EMNLP ’20]

True or false?

54github.com/tsafavi/codex



True or false?

Frédéric 
Chopin cactus

occupation

Generating negatives for evaluation

[Tara Safavi, Danai Koutra. EMNLP ’20] 55github.com/tsafavi/codex



Without realistic hard negative examples, 
the evaluation task is too easy! 

Frédéric 
Chopin cactus

occupation

Generating negatives for evaluation

[Tara Safavi, Danai Koutra. EMNLP ’20] 56github.com/tsafavi/codex



We generate and
manually verify hard negatives

[Tara Safavi, Danai Koutra. EMNLP ’20] 57github.com/tsafavi/codex



Benchmarking tasks

Link prediction
Predict answers to queries 
like (head, relation, ?) and 
(?, relation, tail) by ranking 

candidates

Beyoncé ?sibling

[Tara Safavi, Danai Koutra. EMNLP ’20] 58



Triple classification
Classify triples with labels in 

{-1, +1}
Beyoncé Solange

sibling

y = +1

Benchmarking tasks

[Tara Safavi, Danai Koutra. EMNLP ’20] 59



Models and model selection

Models
Linear (RESCAL, ComplEx, 

TuckER), translational 
(TransE), nonlinear (ConvE)

Model selection

[Tara Safavi, Danai Koutra. EMNLP ’20] 60



Models and model selection

Models
Linear (RESCAL, ComplEx, 

TuckER), translational 
(TransE), nonlinear (ConvE)

Model selection

[Tara Safavi, Danai Koutra. EMNLP ’20] 61

Model selection

[Ruffinelli+ ICLR20]



Benchmarking: Link Prediction

[Tara Safavi, Danai Koutra. EMNLP ’20] 62



Benchmarking: Link Prediction

[Tara Safavi, Danai Koutra. EMNLP ’20]

- Earlier models are (sometimes) stronger. 
- It’s important to fairly tune the models.

63



Benchmarking: Link Prediction

[Tara Safavi, Danai Koutra. EMNLP ’20] 64



Benchmarking: Link Prediction

[Tara Safavi, Danai Koutra. EMNLP ’20]

• Validation performance varies ±30% based on input configuration.
• Loss function affects performance most (best: cross-entropy).

65



Benchmarking: Triple Classification

[Tara Safavi, Danai Koutra. EMNLP ’20] 66

Different negative generation strategies



Benchmarking: Triple Classification

[Tara Safavi, Danai Koutra. EMNLP ’20] 67

Different negative generation strategies

Accuracy drops up to 19 points on hard negative examples 
compared to randomly generated negatives.



Comparative Analysis

vs
FB15K-237 [Toutanova and Chen 2015]

[Tara Safavi, Danai Koutra. EMNLP ’20] 68



Content Comparison

[Tara Safavi, Danai Koutra. EMNLP ’20] 69



Content Comparison

[Tara Safavi, Danai Koutra. EMNLP ’20]

CoDEx covers a wider selection of content and is easier to interpret.

70



Difficulty Comparison

We devise a non-learning baseline 
that answers link prediction queries 

based on entity frequency

[Tara Safavi, Danai Koutra. EMNLP ’20] 71



…the baseline outperforms the 
best model on FB15K-237 for 

~10% of the dataset, and is within 
5 points for ~40%! 

Surprisingly…

Difficulty Comparison

[Tara Safavi, Danai Koutra. EMNLP ’20] 72



FB15K-237 is skewed toward a 
few entities (e.g., USA, male) and 
contains non-binary relations with 

few possible values

Why?

Difficulty Comparison

[Tara Safavi, Danai Koutra. EMNLP ’20] 73



FB15K-237 doesn't require as 
much complex reasoning as 

CoDEx – easier to model with just 
frequency patterns

tl;dr

Difficulty Comparison

[Tara Safavi, Danai Koutra. EMNLP ’20] 74



Explore CoDEx.ipynb

[Tara Safavi, Danai Koutra. EMNLP ’20]



This talk: Knowledge Graph Completion

• Evaluation of knowledge graph embeddings for trustworthy link 
prediction [EMNLP’20a]

• CoDEx: knowledge graph completion benchmark [EMNLP’20b]

• Knowledge graph summarization for unified error detection and 
completion [WWW’20]



Reminder: 
KGs have both errors & missing information



Problems

Solutions

Problems

Current Approach
Knowledge Graphs

missing infoerrors

Tailored
Techniques

Impossible 
for Unknown 

Errors

Development 
Cost

Resource 
Intensive

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 78



Problems

Solutions Problem

Solution

Problems

Current Approach

Proposed ApproachKnowledge Graphs

missing infoerrors

Tailored
Techniques

Impossible 
for Unknown 

Errors

Development 
Cost

Resource 
Intensive

abnormal: errors & missing info

inductive summarization

Knowledge Graphs

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST

Caleb Belth Carol Zheng Jilles Vreeken



What is graph summarization?
Graph summarization seeks to find: 
• a short representation of the input graph, 

² often in the form of an aggregated or sparsified graph, 
or a set of structures

• which reveals patterns in the original data and 
preserves specific structural or other properties, 
depending on the application domain.

[Yike Liu, Tara Safavi, Abhilash Dighe, Danai Koutra. ACM Computing Surveys ’18] 80



KGIST: Knowledge Graph Inductive SummarizaTion

Given: a KG G 
Find: a concise summary of G, consisting of inductive, soft rules.

Exceptions & Unexplained:
Abnormal

Rules: 
Normal

Key ideas:
1. Flipping the problem to unify refinement tasks
2. MDL-based approach for a concise set of rules

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 81



Knowledge graph: Definition

Knowledge graph 𝐺 is a labeled, directed graph.
• edge = triple (subject node, predicate or relation, object node)
• Represented as:

N
od

es

Nodes

N
od

e 
La

be
ls

Nodes

Adjacency Tensor Label Matrix

Pred
ica

tes

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 82



Proposed Rule Definition: 𝑔 = 𝐿!, 𝜒!
We formulate rules recursively as rooted, directed, and labeled graphs

𝐿! = {𝐵𝑜𝑜𝑘}

𝜒! = { ,                   }

𝐿! = {𝐹𝑖𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝐹𝑎𝑚𝑖𝑙𝑦}

𝜒! = ∅

𝐿! = {𝐴𝑢𝑡ℎ𝑜𝑟}

𝜒! = { }

𝐿! = {𝐶𝑜𝑢𝑛𝑡𝑟𝑦}

𝜒! = ∅

• A rule asserts things about nodes with the root labels, 𝐿!

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 83



The correct assertions, 𝒜"
(!), of a rule

are guided traversals, which induce/instantiate subgraphs in the KG.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 84

instantiation of rule for 
book “War & Peace”rule



The exceptions to a rule, 𝒜%
(!)

are failed guided traversals.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 85



Expensive Parts of 𝐿 𝐺,𝑀
Abnormal

KGIST: Knowledge Graph Inductive 
SummarizaTion

Given: a KG 𝐺
Find: a concise set of inductive rules 𝑀 that 

min 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

𝑀 =
Normal

bits to describe 𝑀 bits to describe 𝐺 with 𝑀

Model 𝑀: a set of rules 
(each with correct assertions)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 86



Deriving 𝐿 𝐺,𝑀 : Idea

• Take description length literally
• How many bits to describe a KG?

Hey Alice, could 
you tell me 

about your KG?
Alice (sender) Bob (receiver)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST

𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

87



MDL Model: Overview
Sure! I’ll send:
1)Model-independent information
2)A model
3)Any error the model makes

Alice Bob

Ok, send the model the minimizes 
𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 88



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Model independent info: 
# nodes, # edges, node ids …

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 89



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

𝐿 𝑀 = log(2 ∗ 𝐿𝒱 ; + 𝐿ℰ + 1) + 0
=∈?

(𝐿 𝑔 + 𝐿 𝒜(=) )

# rules rule assertions
Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 90



𝐿 𝑀 = log(2 ∗ 𝐿𝒱 ; + 𝐿ℰ + 1) + 0
=∈?

(𝐿 𝑔 + 𝐿 𝒜(=) )

MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Great, now let me 
find all the books!

# rules rule assertions
Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 91



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

• Alice continues with the assertions, traversals etc…

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 92



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

I’ll send the 1s in 
𝑳 and 𝑨 that the 

rules didn’t reveal
Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST

𝐿 𝐺|𝑀 = L(𝑳B) + 𝐿(𝑨B)

93



𝐿 𝐺|𝑀 = L(𝑳B) + 𝐿(𝑨B)

MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 94



𝐿 𝐺|𝑀 = L(𝑳B) + 𝐿(𝑨B)

MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 95



MDL Model: 𝐿 𝐺,𝑀 = 𝐿 𝑀 + 𝐿(𝐺|𝑀)

There you go!

Alice Bob

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 96



KGIST Method: Overview
1. Generate candidate rules
2. Rank candidate rules

² Based on how much they help explain/compress the KG
3. Select rules

² Based on minimizing L(G,M)
4. Refine rules

² Merging and nesting



KGIST Anomaly Scores
• Anomalous entities: violate many rules

² MDL intuition: many bits to describe a node as an exception

• Anomalous triples: unexplained edges, with anomalous endpoints

Alice Bob
node endpoints predicate

𝜂 𝑠, 𝑝, 𝑜 = 𝜂 𝑠 + 𝜂 𝑜 + 𝜂 C (𝑠, 𝑝, 𝑜)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 98



Q1. Does KGIST find what is strange?

Select q% of 
all nodes and,

remove label add label inject 1 or 2 edges replace label

billionaire, 
entrepreneur, 
person

building,
fruit

park,
carcity

≤ 0.0188
≤ 0.0369

KGIST performs 
best across all 

types of anomalies.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 99



Q2. Does KGIST find what is missing?
• Remove entities / nodes (e.g. Mary Shelley)

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 100



Q2. Does KGIST find what is missing?
• Remove entities / nodes (e.g. Mary Shelley)
• Run KGIST on perturbed graph
• Find where entities are missing

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 101



Q2. Does KGIST find what is missing?

KGIST significantly 
outperforms the baselines. 

It complements LP methods.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 102



Q3. Is KGIST scalable?

KGIST is near-linear
in the number of edges.

[Caleb Belth, Xinyi Zheng, et al. WWW ’20] github.com/GemsLab/KGIST 103



Other types of summarization for KGs?
Personalized KG summarization for 

private, offline, low-resource usage (e.g., QA)

Personal 
summary 
of G

[Tara Safavi, Caleb Belth, et al. IEEE ICDM ’19]
https://github.com/GemsLab/GLIMPSE-
personalized-KGsummarization 104

https://github.com/GemsLab/GLIMPSE-personalized-KGsummarization


Take-away messages: KG Completion
• Evaluation of trustworthiness of KGE-based link prediction through the lens of 

calibration [EMNLP’20a]

² Standard models are overconfident in the open-world setting
² Improving trustworthiness is harder than improving accuracy

• CoDEx: a new comprehensive dataset for knowledge graph completion [EMNLP’20a]
² Improves upon existing benchmarks, fuses text and graph structure
² Benchmarked on triple classification + link prediction: more discriminative power

• Rule-based summarization of KGs can help unify multiple refinement tasks that are 
traditionally solved by tailored approaches [WWW’20]
² KG completion with KGIST: complementary to link prediction
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Thank you!
Questions? 
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Knowledge Graph Completion
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